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Review
• Dynamic programming, like the divide-and-conquer method, 

solves problems by combining the solutions to subproblems

• We typically apply dynamic programming to optimization 
problems
– Such problems can have many possible solutions
– Each solution has a value, and we wish to find a solution with 

the optimal (minimum or maximum) value
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Matrix-chain Multiplication.
• The next example of dynamic programming is an algorithm 

that solves the problem of matrix-chain multiplication
– We are given a sequence (chain) 𝐴𝐴1,𝐴𝐴2,⋯ ,𝐴𝐴𝑛𝑛 of 𝑛𝑛 matrices 

to be multiplied
– Fully Parenthesized

• For example, if the chain of matrices is 𝐴𝐴1,𝐴𝐴2,𝐴𝐴3,𝐴𝐴4 , then we 
can fully parenthesize the product 𝐴𝐴1𝐴𝐴2𝐴𝐴3𝐴𝐴4 in five distinct ways

• 𝐴𝐴1 𝐴𝐴2 𝐴𝐴3𝐴𝐴4

• 𝐴𝐴1 𝐴𝐴2𝐴𝐴3 𝐴𝐴4
• 𝐴𝐴1𝐴𝐴2 𝐴𝐴3𝐴𝐴4

• 𝐴𝐴1 𝐴𝐴2𝐴𝐴3 𝐴𝐴4

• 𝐴𝐴1𝐴𝐴2 𝐴𝐴3 𝐴𝐴4

– Matrix multiplication is associative, and so all parenthesizations
yield the same result
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Matrix-chain Multiplication..
• Actually, how we parenthesize a chain of matrices can have a 

dramatic impact on the cost of evaluating the product
– Given a chain 𝐴𝐴1,𝐴𝐴2,𝐴𝐴3 of three matrices
– Suppose that the dimensions of the matrices are 10 × 100, 

100 × 5, and 5 × 50, respectively
– If we multiply according to the parenthesization 𝐴𝐴1𝐴𝐴2 𝐴𝐴3

• 10 × 100 × 5 + 10 × 5 × 50 = 7500 multiplications
– If we multiply according to the parenthesization 𝐴𝐴1(𝐴𝐴2𝐴𝐴3)

• 100 × 5 × 50 + 10 × 100 × 50 = 75000 multiplications
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Matrix-chain Multiplication…
• We state the matrix-chain multiplication problem as 

follows: given a chain 𝐴𝐴1,𝐴𝐴2,⋯ ,𝐴𝐴𝑛𝑛 of 𝑛𝑛 matrices, where 
for 𝑖𝑖 = 1,⋯ ,𝑛𝑛, matrix 𝐴𝐴𝑖𝑖 has dimension 𝑝𝑝𝑖𝑖−1 × 𝑝𝑝𝑖𝑖, fully 
parenthesize the product 𝐴𝐴1,𝐴𝐴2,⋯ ,𝐴𝐴𝑛𝑛 in a way that 
minimizes the number of scalar multiplications

– Note that in the matrix-chain multiplication problem, we are 
not actually multiplying matrices

– Our goal is only to determine an order for multiplying matrices 
that has the lowest cost



6

DP for Matrix-chain Multiplication.
• Let us adopt the notation 𝐴𝐴𝑖𝑖…𝑗𝑗 , where 𝑖𝑖 ≤ 𝑗𝑗, for the matrix 

that results from evaluating the product 𝐴𝐴𝑖𝑖…𝑗𝑗 = 𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖+1 ⋯𝐴𝐴𝑗𝑗
– Let 𝑚𝑚 𝑖𝑖, 𝑗𝑗 be the minimum number of scalar multiplications 

needed to compute the matrix 𝐴𝐴𝑖𝑖…𝑗𝑗
– It is easy to understand that 𝑚𝑚 𝑖𝑖, 𝑖𝑖 = 0

• Only a matrix 𝐴𝐴𝑖𝑖
• No scalar multiplications 

are necessary to compute 
the product

– On the other hand, in order to obtain the optimal 𝑚𝑚 𝑖𝑖, 𝑗𝑗 , we 
should split 𝐴𝐴𝑖𝑖…𝑗𝑗 between 𝐴𝐴𝑘𝑘 and 𝐴𝐴𝑘𝑘+1

– A general form is
𝑚𝑚 𝑖𝑖, 𝑗𝑗 = 𝑚𝑚 𝑖𝑖, 𝑘𝑘 + 𝑚𝑚 𝑘𝑘 + 1, 𝑗𝑗 + 𝑝𝑝𝑖𝑖−1𝑝𝑝𝑘𝑘𝑝𝑝𝑗𝑗

𝒑𝒑𝒊𝒊−𝟏𝟏 × 𝒑𝒑𝒊𝒊 𝒑𝒑𝒌𝒌 × 𝒑𝒑𝒌𝒌+𝟏𝟏𝒑𝒑𝒌𝒌−𝟏𝟏 × 𝒑𝒑𝒌𝒌 𝒑𝒑𝒋𝒋−𝟏𝟏 × 𝒑𝒑𝒋𝒋

𝑨𝑨𝒌𝒌
𝑨𝑨𝒌𝒌+𝟏𝟏

𝑨𝑨𝒊𝒊 𝑨𝑨𝒋𝒋

𝑚𝑚 𝑖𝑖, 𝑗𝑗 = �
0, 𝑖𝑖𝑖𝑖 𝑖𝑖 = 𝑗𝑗
min
𝑖𝑖≤𝑘𝑘<𝑗𝑗

𝑚𝑚 𝑖𝑖, 𝑘𝑘 + 𝑚𝑚 𝑘𝑘 + 1, 𝑗𝑗 + 𝑝𝑝𝑖𝑖−1𝑝𝑝𝑘𝑘𝑝𝑝𝑗𝑗 , 𝑖𝑖𝑖𝑖 𝑖𝑖 < 𝑗𝑗



7

DP for Matrix-chain Multiplication..
• For the original problem, we can split the whole product 

between 𝐴𝐴𝑘𝑘 and 𝐴𝐴𝑘𝑘+1 for some integer 𝑘𝑘

– The lowest cost way to compute 𝐴𝐴1…𝑛𝑛 would thus be 𝑚𝑚 1,𝑛𝑛

𝐴𝐴1…𝑛𝑛 = 𝐴𝐴1𝐴𝐴2⋯𝐴𝐴𝑛𝑛 = 𝐴𝐴1⋯𝐴𝐴𝑘𝑘𝐴𝐴𝑘𝑘+1 ⋯𝐴𝐴𝑛𝑛 = 𝐴𝐴1…𝑘𝑘𝐴𝐴𝑘𝑘+1…𝑛𝑛

𝑚𝑚 1,𝑛𝑛 = �
0, 𝑖𝑖𝑖𝑖 𝑛𝑛 = 1
min
1≤𝑘𝑘<𝑛𝑛

𝑚𝑚 𝑖𝑖, 𝑘𝑘 + 𝑚𝑚 𝑘𝑘 + 1, 𝑗𝑗 + 𝑝𝑝𝑖𝑖−1𝑝𝑝𝑘𝑘𝑝𝑝𝑗𝑗 , 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜



8

DP for Matrix-chain Multiplication…
• Let’s consider a bottom-up approach Matrix-Chain-Order

– Since the matrix 𝐴𝐴𝑖𝑖 has dimensions 𝑝𝑝𝑖𝑖−1 × 𝑝𝑝𝑖𝑖
– The input is thus a sequence 𝑝𝑝 = 𝑝𝑝0,𝑝𝑝1,⋯ ,𝑝𝑝𝑛𝑛

• 𝑝𝑝. 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑛𝑛 + 1
– An auxiliary table 𝑚𝑚[1 …𝑛𝑛, 1 …𝑛𝑛] is used to store the 𝑚𝑚[𝑖𝑖, 𝑗𝑗]

costs
– An auxiliary table 𝑠𝑠[1 …𝑛𝑛 − 1, 2 …𝑛𝑛] is used to store which 

index of 𝑘𝑘 achieved the optimal cost in computing 𝑚𝑚[𝑖𝑖, 𝑗𝑗]
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DP for Matrix-chain Multiplication….
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Example.
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Example..
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Example...

𝑚𝑚 2,4 = �𝑚𝑚 2,3 + 𝑚𝑚 4,4 + 35 × 5 × 10 = 2625 + 0 + 1750 = 4375
𝑚𝑚 2,2 + 𝑚𝑚 3,4 + 35 × 15 × 10 = 0 + 750 + 5250 = 6000
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Example….
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Example.….
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Example…...
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Example…….
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Example….....

𝑚𝑚 2,4 = � 𝑚𝑚 2,3 + 𝑚𝑚 4,4 + 35 × 5 × 10 = 4375
𝑚𝑚 2,2 + 𝑚𝑚 3,4 + 35 × 15 × 10 = 6000
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Example……...
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Example……….
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DP for Matrix-chain Multiplication…..
• Although Matrix-Chain-Order determines the optimal 

number of scalar multiplications needed to compute a matrix-
chain product, it does not directly show how to multiply the 
matrices

• The table 𝑠𝑠[1. . .𝑛𝑛 − 1, 2 …𝑛𝑛] gives us the information
– Each entry 𝑠𝑠[𝑖𝑖, 𝑗𝑗] records a value of 𝑘𝑘 such that an optimal 

parenthesization of 𝐴𝐴𝑖𝑖𝐴𝐴𝑖𝑖+1 ⋯𝐴𝐴𝑗𝑗 splits the product between 𝐴𝐴𝑘𝑘
and 𝐴𝐴𝑘𝑘+1

• 𝑠𝑠 𝑖𝑖, 𝑗𝑗 = 𝑘𝑘
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Example

• The optimal parenthesization is 𝐴𝐴1 𝐴𝐴2𝐴𝐴3 𝐴𝐴4𝐴𝐴5 𝐴𝐴6
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Questions?

kychen@mail.ntust.edu.tw
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